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FIGURE 18. 12 A GOB consisting of 33 macroblocks.

buffer. Once a quantizer is selected, the receiver has to be informed about the selection.
In H.261. this is done in one of two ways. Each macroblock is preceded by a header. The
quantizer being used can be identified as part of this header. When the amount of activity
or motion in the sequence is relatively constant, it is reasonable to expect that the same
quantizer will be used for a large number of macroblocks. In this case. it would be wasteful
to identify the quantizer being used with each macroblock. The macroblocks are organized
into groups of blocks (GOBs), each of which consist of three rows of 11 macroblocks. This
hierarchical arrangement is shown in Figure 18.12. Only the luminance blocks are shown.
The header preceding each GOB contains a 5-bit field for identifying the quantizer. Once
a quantizer has been identified in the GOB header, the receiver assumes that quantizer is
being used. unless this choice is overridden using the macroblock header.

The quantization labels are encoded in a manner similar to, but not exactly the same as,
JPEG. The labels are scanned in a zigzag fashion like JPEG. The nonzero labels are coded
along with the number, or run, of coefficients quantized to zero. The 20 most commonly
occurring combinations of (run, label) are coded with a single variable-length codeword. All
other combinations of (run, label) are coded with a 20-bit word, made up of a 6-bit escape
sequence, a 6-bit code denoting the run, and an 8-bit code for the label.

In order to avoid transmitting blocks that have no nonzero quantized coefficient, the
header preceding each macroblock can contain a variable-length code called the coded block
pattern (CBP) that indicates which of the six blocks contain nonzero labels. The CBP can
take on one of 64 different pattern numbers, which are then encoded by a variable-length
code. The pattern number is given by

CBP =32P, + 16P, +8P; + 4P, + 2P + P,

where P, through P correspond to the six different blocks in the macroblock, and is one if
the corresponding block has a nonzero quantized coefficient and zero otherwise.
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18.5.5 Rate Control

The binary codewords generated by the transform coder form the input to a transmission
buffer. The function of the transmission buffer is to keep the output rate of the encoder
fixed. If the buffer starts filling up faster than the transmission rate, it sends a message back
to the transform coder to reduce the output from the quantization. If the buffer is in danger
of becomipg emptied because the transform coder is providing bits at a rate lower than the
transmission rate, the transmission buffer can request a higher rate from the transform coder.
This operation is called rate control.

The change in rate can be affected in two different ways. First, the quantizer being used
will affect the rate. If a quantizer with a large step size is used, a larger number of coefficients
will be quantized to zero. Also, there is a higher probability that those not quantized to
zero will be one of the those values that have a shorter variable-length codeword. Therefore,
if a higher rate is required, the transform coder selects a quantizer with a smaller step size,
and if a lower rate is required, the transform coder selects a quantizer with a larger step
size. The quantizer step size is set at the beginning of each GOB, but can be changed at the
beginning of any macroblock. If the rate cannot be lowered enough and there is a danger of
buffer overflow, the more drastic option of dropping frames from transmission is used.

The ITU-T H.261 algorithm was primarily designed for videophone and videoconferenc-
ing applications. Therefore, the algorithm had to operate with minimal coding delay (less than
150 milliseconds). Furthermore, for videophone applications, the algorithm had to operate at
very low bit rates. In fact, the title for the recommendation is “Video Codec for Audiovisual
Services at p x 64kbit/s,” where p takes on values from 1 to 30. A p value of 2 corresponds
to a total transmission rate of 128 kbps, which is the same as two voice-band telephone chan-
nels. These are very low rates for video, and the ITU-T H.261 recommendations perform
relatively well at these rates.

18.6 Model-Based Coding

In speech coding, a major decrease in rate is realized when we go from coding waveforms to
an analysis/synthesis approach. An attempt at doing the same for video coding is described
in the next section. A technique that has not yet reached maturity but shows great promise
for use in videophone applications is an analysis/synthesis technique. The analysis/synthesis
approach requires that the transmitter and receiver agree on a model for the information to be
transmitted. The transmitter then analyzes the information to be transmitted and extracts the
model parameters, which are transmitted to the receiver. The receiver uses these parameters to
synthesize the source information. While this approach has been successfully used for speech
compression for a long time (see Chapter 15), the same has not been true for images. In a
delightful book, Signals, Systems, and Noise—The Nature and Process of Communications,
published in 1961, J.R. Pierce [14] described his “dream™ of an analysis/synthesis scheme
for what we would now call a videoconferencing system:

Imagine that we had at the receiver a sort of rubbery model of the human face.
Or we might have a description of such a model stored in the memory of a huge
electronic computer. . .. Then, as the person before the transmitter talked, the



18.6 Model-Based Coding 589

transmitter would have to follow the movements of his eyes, lips, and jaws, and
other muscular movements and transmit these so that the model at the receiver
could do likewise.

Pierce’s dream is a reasonably accurate description of a three-dimensional model-based
approach to the compression of facial image sequences. In this approach, a generic wireframe
model, such as the one shown in Figure 18.13. is constructed using triangles. When encoding
the movements of a specific human face. the model is adjusted to the face by matching
features and the outer contour of the face. The image textures are then mapped onto this
wireframe model to synthesize the face. Once this model is available to both transmitter
and receiver, only changes in the face are transmitted to the receiver. These changes can be
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FIGURE 18. 13 Generic wireframe model.
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classified as global motion or local motion [246]. Global motion involves movement of the
head, while local motion involves changes in the features—in other words, changes in facial
expressions. The global motion can be modeled in terms of movements of rigid bodies.
The facial expressions can be represented in terms of relative movements of the vertices of
the triangles in the wireframe model. In practice, separating a movement into global and
local components can be difficult because most points on the face will be affected by both
the changing position of the head and the movement due to changes in facial expression.
Different approaches have been proposed to separate these effects [247, 246, 248].

The global movements can be described in terms of rotations and translations. The local
motions, or facial expressions. can be described as a sum of action units (AU), which are a
set of 44 descriptions of basic facial expressions [249]. For example, AU1 corresponds to the
raising of the inner brow and AU2 corresponds to the raising of the outer brow; therefore,
AUl + AU?2 would mean raising the brow.

Although the synthesis portion of this algorithm is relatively straightforward, the analysis
portion is far from simple. Detecting changes in features, which tend to be rather subtle, is a
very difficult task. There is a substantial amount of research in this area, and if this problem
is resolved, this approach promises rates comparable to the rates of the analysis/synthesis
voice coding schemes. A good starting point for exploring this fascinating area is [250].

18.7 Asymmetric Applications

There are a number of applications in which it is cost effective to shift more of the com-
putational burden to the encoder. For example, in multimedia applications where a video
sequence is stored on a CD-ROM, the decompression will be performed many times and has
to be performed in real time. However, the compression is performed only once, and there
is no need for it to be in real time. Thus, the encoding algorithms can be significantly more
complex. A similar situation arises in broadcast applications, where for each transmitter there
might be thousands of receivers. In this section we will look at the standards developed for
such asymmetric applications. These standards have been developed by a joint committee of
the International Standards Organization (ISO) and the International Electrotechnical Society
(IEC), which is best known as MPEG (Moving Picture Experts Group). MPEG was initially
set up in 1988 to develop a set of standard algorithms, at different rates, for applications
that required storage of video and audio on digital storage media. Originally, the committee
had three work items, nicknamed MPEG-1, MPEG-2, and MPEG-3, targeted at rates of
1.5, 10, and 40 Mbits per second. respectively. Later, it became clear that the algorithms
developed for MPEG-2 would accommodate the MPEG-3 rates, and the third work item was
dropped [251]. The MPEG-1 work item resulted in a set of standards, ISO/IEC IS 11172,
“Information Technology—Coding of Moving Pictures and Associated Audio for Digital
Storage Media Up to about 1.5Mbit/s” [252]. During the development of the standard, the
committee felt that the restriction to digital storage media was not necessary, and the set
of standards developed under the second work item, ISO/IEC 13818 or MPEG-2, has been
issued under the title “Information Technology—Generic Coding of Moving Pictures and
Associated Audio Information” [253]. In July of 1993 the MPEG committee began working
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on MPEG-4, the third and most ambitious of its standards. The goal of MPEG-4 was to
provide an object-oriented framework for the encoding of multimedia. It took two years for
the committee to arrive at a satisfactory definition of the scope of MPEG-4, and the call for
proposals was finally issued in 1996. The standard ISO/IEC 14496 was finalized in 1998
and approved as an international standard in 1999. We have examined the audio standard in
Chapter 16. In this section we briefly look at the video standards.

18.8 The MPEG-1 Video Standard

The basic structure of the compression algorithm proposed by MPEG is very similar to
that of ITU-T H.261. Blocks (8 x 8 in size) of either an original frame or the difference
between a frame and the motion-compensated prediction are transformed using the DCT.
The blocks are organized in macroblocks, which are defined in the same manner as in the
H.261 algorithm, and the motion compensation is performed at the macroblock level. The
transform coefficients are quantized and transmitted to the receiver. A buffer is used to
smooth delivery of bits from the encoder and also for rate control.

The basic structure of the MPEG-1 compression scheme may be viewed as very similar to
that of the ITU-T H.261 video compression scheme: however, there are significant differences
in the details of this structure. The H.261 standard has videophone and videoconferencing
as the main application areas: the MPEG standard at least initially had applications that
require digital storage and retrieval as a major focus. This does not mean that use of either
algorithm is precluded in applications outside its focus, but simply that the features of the
algorithm may be better understood if we keep in mind the target application areas. In
videoconferencing a call is set up, conducted, and then terminated. This set of events always
occurs together and in sequence. When accessing video from a storage medium, we do not
always want to access the video sequence starting from the first frame. We want the ability
to view the video sequence starting at, or close to, some arbitrary point in the sequence.
A similar situation exists in broadcast situations. Viewers do not necessarily tune into a
program at the beginning. They may do so at any random point in time. In H.261 each frame,
after the first frame, may contain blocks that are coded using prediction from the previous
frame. Therefore, to decode a particular frame in the sequence, it is possible that we may
have to decode the sequence starting at the first frame. One of the major contributions of
MPEG-1 was the provision of a random access capability. This capability is provided rather
simply by requiring that there be frames periodically that are coded without any reference
to past frames. These frames are referred to as I frames.

In order to avoid a long delay between the time a viewer switches on the TV to the time
a reasonable picture appears on the screen, or between the frame that a user is looking for
and the frame at which decoding starts, the I frames should occur quite frequently. However,
because the I frames do not use temporal correlation, the compression rate is quite low
compared to the frames that make use of the temporal correlations for prediction. Thus, the
number of frames between two consecutive I frames is a trade-off between compression
efficiency and convenience.
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In order to improve compression efficiency, the MPEG-1 algorithm contains two other
kinds of frames, the predictive coded (P) frames and the bidirectionally predictive coded
(B) frames. The P frames are coded using motion-compensated prediction from the last
I or P frame, whichever happens to be closest. Generally, the compression efficiency of
P frames is substantially higher than I frames. The I and P frames are sometimes called
anchor frames, for reasons that will become obvious.

To compensate for the reduction in the amount of compression due to the frequent use
of I frames, the MPEG standard introduced B frames. The B frames achieve a high level
of compression by using motion-compensated prediction from the most recent anchor frame
and the closest future anchor frame. By using both past and future frames for prediction,
generally we can get better compression than if we only used prediction based on the past.
For example, consider a video sequence in which there is a sudden change between one
frame and the next. This is a common occurrence in TV advertisements. In this situation,
prediction based on the past frames may be useless. However, predictions based on future
frames would have a high probability of being accurate. Note that a B frame can only be
generated after the future anchor frame has been generated. Furthermore, the B frame is
not used for predicting any other frame. This means that B frames can tolerate more error
because this error will not be propagated by the prediction process.

The different frames are organized together in a group of pictures (GOP). A GOP is the
smallest random access unit in the video sequence. The GOP structure is set up as a trade-off
between the high compression efficiency of motion-compensated coding and the fast picture
acquisition capability of periodic intra-only processing. As might be expected, a GOP has
to contain at least one I frame. Furthermore, the first I frame in a GOP is either the first
frame of the GOP, or is preceded by B frames that use motion-compensated prediction only
from this I frame. A possible GOP is shown in Figure 18.14.

I frame g P frame g B frame g

Bidirectional prediction

Forward prediction

FIGURE 18. 14 A possible arrangement for a group of pictures.
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TABLE 18.5 A typical sequence of frames in display order.

[ B B P B B P B B P B B 1
1 2 3 4 5 6 7 8 9 10 11 12 13

Because of the reliance of the B frame on future anchor frames, there are two different
sequence orders. The display order is the sequence in which the video sequence is displayed
to the user. A typical display order is shown in Table 18.5. Let us see how this sequence
was generated. The first frame is an I frame. which is compressed without reference to
any previous frame. The next frame to be compressed is the fourth frame. This frame is
compressed using motion-compensated prediction from the first frame. Then we compress
frame two, which is compressed using motion-compensated prediction from frame one and
frame four. The third frame is also compressed using motion-compensated prediction from
the first and fourth frames. The next frame to be compressed is frame seven, which uses
motion-compensated prediction from frame four. This is followed by frames five and six.
which are compressed using motion-compensated predictions from frames four and seven.
Thus, there is a processing order that is quite different from the display order. The MPEG
document calls this the bitstream order. The bitstream order for the sequence shown in
Table 18.5 is given in Table 18.6. In terms of the bitstream order, the first frame in a GOP
is always the I frame.

As we can see, unlike the ITU-T H.261 algorithm. the frame being predicted and the
frame upon which the prediction is based are not necessarily adjacent. In fact, the number
of frames between the frame being encoded and the frame upon which the prediction is
based is variable. When searching for the best matching block in a neighboring frame, the
region of search depends on assumptions about the amount of motion. More motion will
lead to larger search areas than a small amount of motion. When the frame being predicted
is always adjacent to the frame wpon which the prediction is based. we can fix the search
area based on our assumption about the amount of motion. When the number of frames
between the frame being encoded and the prediction frame is variable, we make the search
area a function of the distance between the two frames. While the MPEG standard does not
specify the method used for motion compensation, it does recommend using a search area
that grows with the distance between the frame being coded and the frame being used for
prediction.

Once motion compensation has been performed, the block of prediction errors is trans-
formed using the DCT and quantized. and the quantization labels are encoded. This procedure
is the same as that recommended in the JPEG standard and is described in Chapter 12. The
quantization tables used for the different frames are different and can be changed during the
encoding process.

TABLE 18.6 A typical sequence of frames in bitstream order.

I P B B P B B P B B I B B
1 4 2 3 7 5 6 10 8 9 13 11 12
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Rate control in the MPEG standard can be performed at the sequence level or at the
level of individual frames. At the sequence level. any reduction in bit rate first occurs with
the B frames because they are not essential for the encoding of other frames. At the level
of the individual frames, rate control takes place in two steps. First. as in the case of the
H.261 algorithm, the quantizer step sizes are increased. If this is not sufficient. then the
higher-order frequency coefficients are dropped until the need for rate reduction is past.

The format for MPEG is very flexible. However, the MPEG committee has provided
some suggested values for the various parameters. For MPEG-1 these suggested values are
called the constrained parameter bitstream (CPB). The horizontal picture size is constrained
to be less than or equal to 768 pixels. and the vertical size is constrained to be less than
or equal to 576 pixels. More importantly. the pixel rate is constrained to be less than 396
macroblocks per frame if the frame rate is 25 frames per second or less. and 330 macroblocks
per frame if the frame rate is 30 frames per second or less. The definition of a macroblock
is the same as in the ITU-T H.261 recommendations. Therefore. this corresponds to a frame
size of 352 x 288 pixels at the 25-frames-per-second rate. or a frame size of 352 x 240
pixels at the 30-frames-per-second rate. Keeping the frame at this size allows the algorithm
to achieve bit rates of between | and 1.5Mbits per second. When referring to MPEG-1
parameters, most people are actually referring to the CPB.

The MPEG-1 algorithm provides reconstructed images of VHS quality for moderate-
to low-motion video sequences. and worse than VHS quality for high-motion sequences at
rates of around 1.2 Mbits per second. As the algorithm was targeted to applications such as
CD-ROM., there is no consideration of interlaced video. In order to expand the applicability
of the basic MPEG algorithm to interlaced video, the MPEG committee provided some
additional recommendations. the MPEG-2 recommendations.

18.9 The MPEG-2 Video Standard—H.262

While MPEG-1 was specifically proposed for digital storage media. the idea behind MPEG-2
was to provide a generic, application-independent standard. To this end. MPEG-2 takes a
“tool kit” approach. providing a number of subsets, each containing different options from
the set of all possible options contained in the standard. For a particular application. the
user can select from a set of profiles and levels. The profiles define the algorithms to be
used, while the levels define the constraints on the parameters. There are five profiles:
simple, main, snr-scalable (where snr stands for signal-to-noise ratio). spatially scalable.
and high. There is an ordering of the profiles: each higher profile is capable of decoding
video encoded using all profiles up to and including that profile. For example, a decoder
designed for profile snr-scalable could decode video that was encoded using profiles simple.
main. and snr-scalable. The simple profile eschews the use of B frames. Recall that the B
frames require the most computation to generate (forward and backward prediction). require
memory to store the coded frames needed for prediction. and increase the coding delay
because of the need to wait for “future” frames for both generation and reconstruction.
Therefore, removal of the B frames makes the requirements simpler. The main profile is very
much the algorithm we have discussed in the previous section. The snr-scalable, spatially
scalable, and high profiles may use more than one bitstream to encode the video. The base
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bitstream is a lower-rate encoding of the video sequence. This bitstream could be decoded
by itself to provide a reconstruction of the video sequence. The other bitstream is used to
enhance the quality of the reconstruction. This layered approach is useful when transmitting
video over a network. where some connections may only permit a lower rate. The base
bitstream can be provided to these connections while providing the base and enhancement
layers for a higher-quality reproduction over the links that can accommodate the higher bit
rate. To understand the concept of layers. consider the following example.

Example 18.9.1:

Suppose after the transform we obtain a set of coefficients. the first eight of which are
2975 6.1 —-6.03 193 -201 123 -095 2.11

Let us suppose we quantize this set of coefficients using a step size of 4. For simplicity we
will use the same step size for all coefficients. Recall that the quantizer label is given by

I, = {2— +o.5J (18.8)

i

and the reconstructed value is given by

6, =1,%Q. (18.9)

Using these equations and the fact that Q) = 4. the reconstructed values of the coefficients
are

28 8 -8 0 —4 0 -0 4
The error in the reconstruction is
175 —-19 197 193 199 123 -095 -1.89
Now suppose we have some additional bandwidth made available to us. We can quantize
the difference and send that to enhance the reconstruction. Suppose we used a step size of 2
to quantize the difference. The reconstructed values for this enhancement sequence would be
2 -2 2 2 2 2 0 -2
Adding this to the previous base-level reconstruction, we get an enhanced reconstruction of
30 6 —6 2 -2 2 0 2
which results in an error of

-025 01 =003 -0.07 -0.01 -0.77 =095 0.1l
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The layered approach allows us to increase the accuracy of the reconstruction when
bandwidth is available, while at the same time permitting a lower-quality reconstruction
when there is not sufficient bandwidth for the enhancement. In other words, the quality is
scalable. In this particular case, the error between the original and reconstruction decreases
because of the enhancement. Because the signal-to-noise ratio is a measure of error, this can
be called snr-scalable. If the enhancement layer contained a coded bitstream corresponding
to frames that would occur between frames of the base layer, the system could be called
temporally scalable. If the enhancement allowed an upsampling of the base layer, the system
is spatially scalable. ¢

The levels are low, main, high 1440, and high. The low level corresponds to a frame
size of 352 x 240, the main level corresponds to a frame size of 720 x 480, the high 1440
level corresponds to a frame size of 1440 x 1152, and the high level corresponds to a frame
size of 1920 x 1080. All levels are defined for a frame rate of 30 frames per second. There
are many possible combinations of profiles and levels, not all of which are allowed in the
MPEG-2 standard. Table 18.7 shows the allowable combinations [251]. A particular profile-
level combination is denoted by XX@YY where XX is the two-letter abbreviation for the
profile and YY is the two-letter abbreviation for the level. There are a large number of issues,
such as bounds on parameters and decodability between different profile-level combinations,
that we have not addressed here because they do not pertain to our main focus, compression
(see the international standard [253] for these details).

Because MPEG-2 has been designed to handle interlaced video, there are field, based
alternatives to the I, P and B frames. The P and B frames can be replaced by two P fields or
two B fields. The I frame can be replaced by two I fields or an I field and a P field where
the P field is obtained by predicting the bottom field by the top field. Because an 8 x 8 field
block actually covers twice the spatial distance in the vertical direction as an 8 frame block,
the zigzag scanning is adjusted to adapt to this imbalance. The scanning pattern for an 8 x 8
field block is shown in Figure 18.15

The most important addition from the point of view of compression in MPEG-2 is
the addition of several new motion-compensated prediction modes: the field prediction and
the dual prime prediction modes. MPEG-1 did not allow interlaced video. Therefore, there
was no need for motion compensation algorithms based on fields. In the P frames, field
predictions are obtained using one of the two most recently decoded fields. When the
first field in a frame is being encoded, the prediction is based on the two fields from the

TABLE 18.7 Allowable profile-level combinations in MPEG-2.

SNR- Spatially
Simple Main Scalable Scalable High
Profile Profile Profile Profile Profile
High Level Allowed Allowed
High 1440 Allowed Allowed Allowed
Main Level Allowed Allowed Allowed Allowed

Low Level Allowed Allowed
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FIGURE 18. 15 Scanning pattern for the DCT coefficients of a field block.

previous frame. However, when the second field is being encoded. the prediction is based
on the second field from the previous frame and the first field from the current frame.
Information about which field is to be used for prediction is transmitted to the receiver. The
field predictions are performed in a manner analogous to the motion-compensated prediction
described earlier.

In addition to the regular frame and field prediction, MPEG-2 also contains two additional
modes of prediction. One is the 16 x 8 motion compensation. In this mode, two predictions
are generated for each macroblock, one for the top half and one for the bottom half. The
other is called the dual prime motion compensation. In this technique, two predictions are
formed for each field from the two recent fields. These predictions are averaged to obtain
the final prediction.

18.9.1 The Grand Alliance HDTV Proposal

When the Federal Communications Commission (FCC) requested proposals for the HDTV
standard, they received four proposals for digital HDTV from four consortia. After the
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evaluation phase, the FCC declined to pick a winner among the four, and instead suggested
that all these consortia join forces and produce a single proposal. The resulting partnership
has the exalted title of the “Grand Alliance.” Currently, the specifications for the digital
HDTV system use MPEG-2 as the compression algorithm. The Grand Alliancé system uses
the main profile of the MPEG-2 standard implemented at the high level.

18.10 ITU-T Recommendation H.263

The H.263 standard was developed to update the H.261 video conferencing standard with
the experience acquired in the development of the MPEG and H.262 algorithms. The initial
algorithm provided incremental improvement over H.261. After the development of the core
algorithm, several optional updates were proposed, which significantly improved the com-
pression performance. The standard with these optional components is sometimes referred
to as H.263+ (or H.263 + +).

In the following sections we first describe the core algorithm and then describe some
of the options. The standard focuses on noninterlaced video. The different picture formats
addressed by the standard are shown in Table 18.8. The picture is divided into Groups of
Blocks (GOBs) or slices. A Group of Blocks is a strip of pixels across the picture with a
height that is a multiple of 16 lines. The number of multiples depends on the size of the
picture, and the bottom-most GOB may have less than 16 lines. Each GOB is divided into
macroblocks, which are defined as in the H.261 recommendation.

A block diagram of the baseline video coder is shown in Figure 18.16. It is very similar
to Figure 18.10, the block diagram for the H.261 encoder. The only major difference is the
ability to work with both predicted or P frames and intra or I frames. As in the case of
H.261, the motion-compensated prediction is performed on a macroblock basis. The vertical
and horizontal components of the motion vector are restricted to the range {16, 15.5]. The
transform used for representing the prediction errors in the case of the P frame and the
pixels in the case of the I frames is the discrete cosine transform. The transform coefficients
are quantized using uniform midtread quantizers. The DC coefficient of the intra block is
quantized using a uniform quantizer with a step size of 8. There are 31 quantizers available
for the quantization of all other coefficients with stepsizes ranging from 2 to 62. Apart from
the DC coefficient of the intra block, all coefficients in a macroblock are quantized using
the same quantizer.

TABLE 18.8 The standardized H.263 formats [254].

Picture Number of Number of Number of Number of
format luminance luminance chrominance chrominance
pixels (columns)  lines (rows)  pixels (columns) lines(rows)
sub-QCIF 128 96 64 48
QCIF 176 144 88 72
CIF 352 288 176 144
4CIF 704 576 352 288

16CIF 1408 1152 704 576
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FIGURE 18.16 A block diagram of the H.263 video compression algorithm.

The motion vectors are differentially encoded. The prediction is the median of the motion
vectors in the neighboring blocks. The H.263 recommendation allows half pixel motion
compensation as opposed to only integer pixel compensation used in H.261. Notice that the
sign of the component is encoded in the last bit of the variable length code, a “0” for positive
values and a “1” for negative values. Two values that differ only in their sign differ only in

the least significant bit.

The code for the quantized transform coefficients is indexed by three indicators. The first
indicates whether the coefficient being encoded is the last nonzero coefficient in the zigzag
scan. The second indicator is the number of zero coefficients preceding the coetficient being
encoded, and the last indicates the absolute value of the quantized coefficient level. The sign

bit is appended as the last bit of the variable length code.
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Here we describe some of the optional modes of the H.263 recommendation. The first
four options were part of the initial H.263 specification. The remaining options were added
later and the resulting standard is sometimes referred to as the H.263+ standard.

18.10.1 Unrestricted Motion Vector Mode

In this mode the motion vector range is extended to [—31.5, 31.5]. which is particularly
useful in improving the compression performance of the algorithm for larger picture sizes.
The mode also allows motion vectors to point outside the picture. This is done by repeating
the edge pixels to create the picture beyond its boundary.

18.10.2 Syntax-Based Arithmetic Coding Mode

In this mode the variable length codes are replaced with an arithmetic coder. The word length
for the upper and lower limits is 16. The option specifies several different Cum Count tables
that can be used for arithmetic coding. There are separate Cum Count tables for encoding
motion vectors, intra DC component, and intra and inter coefficients.

18.10.3 Advanced Prediction Mode

In the baseline mode a single motion vector is sent for each macroblock. Recall that a
macroblock consists of four 8 x 8 luminance blocks and two chrominance blocks. In the
advanced prediction mode the encoder can send four motion vectors, one for each luminance
block. The chrominance motion vectors are obtained by adding the four luminance motion
vectors and dividing by 8. The resulting values are adjusted to the nearest half pixel position.
This mode also allows for Overlapped Block Motion Compensation (OBMC). In this mode
the motion vector is obtained by taking a weighted sum of the motion vector of the current
block and two of the four vertical and horizontal neighboring blocks.

18.10.4 PB-frames and Improved PB-frames Mode

The PB frame consists of a P picture and a B picture in the same frame. The blocks for
the P frame and the B frame are interleaved so that a macroblock consists of six blocks of
a P picture followed by six blocks of a B picture. The motion vector for the B picture is
derived from the motion vector for the P picture by taking into account the time difference
between the P picture and the B picture. If the motion cannot be properly derived, a delta
correction is included. The improved PB-frame mode updates the PB-frame mode to include
forward, backward. and bidirectional prediction.

18.10.5 Advanced Intra Coding Mode

The coefficients for the I frames are obtained directly by transforming the pixels of the
picture. As a result, there can be significant correlation between some of the coefficients
of neighboring blocks. For example. the DC coefficient represents the average value of a
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block. It is very likely that the average value will not change significantly between blocks.
The same may be true, albeit to a lesser degree, for the low-frequency horizontal and
vertical coefficients. The advanced intra coding mode allows the use of this correlation by
using coefficients from neighboring blocks for predicting the coefficients of the block being
encoded. The prediction errors are then quantized and coded.

When this mode is used, the quantization approach and variable length codes have to
be adjusted to adapt to the different statistical properties of the prediction errors. Further-
more, it might also become necessary to change the scan order. The recommendation pro-
vides alternate scanning patterns as well as alternate variable length codes and quantization
strategies.

18.10.6 Deblocking Filter Mode

This mode is used to remove blocking effects from the 8 x 8 block edges. This smoothing of
block boundaries allows for better prediction. This mode also permits the use of four motion
vectors per macroblock and motion vectors that point beyond the edge of the picture.

18.10.7 Reference Picture Selection Mode

This mode is used to prevent error propagation by allowing the algorithm to use a picture
other than the previous picture to perform prediction. The mode permits the use of a back-
channel that the decoder uses to inform the encoder about the correct decoding of parts of
the picture. If a part of the picture is not correctly decoded, it is not used for prediction.
Instead. an alternate frame is selected as the reference frame. The information about which
frame was selected as the refergnce frame is transmitted to the decoder. The number of
possible reference frames is limited by the amount of frame memory available.

18.10.8 Temporal, SNR, and Spatial Scalability
Mode

This is very similar to the scalability structures defined earlier for the MPEG-2 algorithm.
Temporal scalability is achieved by using separate B frames, as opposed to the PB frames.
SNR scalability is achieved using the kind of layered coding described earlier. Spatial
scalability is achieved using upsampling.

Reference picture resampling allows a reference picture to be “warped” in order to permit
the generation of better prediction. It can be used to adaptively alter the resolution of pictures
during encoding.
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18.10.10 Redvuced-Resolution Update Mode

This mode is used for encoding highly active scenes. The macroblock in this mode is
assumed to cover an area twice the height and width of the regular macroblock. The motion
vector is assumed to correspond to this larger area. Using this motion vector a predicted
macroblock is created. The transform coefficients are decoded and then upsampled to create
the expanded texture block. The predicted and texture blocks are then added to obtain the
reconstruction.

18.10.11 Alternative Inter VLC Mode

The variable length codes for inter and intra frames are designed with different assumptions.
In the case of the inter frames it is assumed that the values of the coefficients will be
small and there can be large numbers of zero values between nonzero coefficients. This is
a result of prediction which, if successfully employed, would reduce the magnitude of the
differences, and hence the coefficients, and would also lead to large numbers of zero-valued
coefficients. Therefore, coefficients indexed with large runs and small coefficient values
are assigned shorter codes. In the case of the intra frames, the opposite is generally true.
There is no prediction, therefore there is a much smaller probability of runs of zero-valued
coefficients. Also. large-valued coefficients are quite possible. Therefore, coefficients
indexed by small run values and larger coefficient values are assigned shorter codes. During
periods of increased temporal activity, prediction is generally not as good and therefore the
assumptions under which the variable length codes for the inter frames were created are
violated. In these situations it is likely that the variable length codes designed for the intra
frames are a better match. The alternative inter VLC mode allows for the use of the intra
codes in these sitations, improving the compression performance. Note that the codewords
used in intra and inter frame coding are the same. What is different is the interpretation. To
detect the proper interpretation, the decoder first decodes the block assuming an inter frame
codebook. If the decoding results in more than 64 coefficients it switches its interpretation.

18.10.12 Modified Quantization Mode

In this mode, along with changes in the signalling of changes in quantization parameters, the
quantization process is improved in several ways. In the baseline mode, both the luminanace
and chrominance components in a block are quantized using the same quantizer. In the
modified quantization mode, the quantizer used for the luminance coefficients is different
from the quantizer used for the chrominance component. This allows the quantizers to be
more closely matched to the statistics of the input. The modified quantization mode also
allows for the quantization of a wider range of coefficient values, preventing significant
overload. If the coefficient exceeds the range of the baseline quantizer, the encoder sends
an escape symbol followed by an 11-bit representation of the coefficient. This relaxation of
the structured representation of the quantizer outputs makes it more likely that bit errors will
be accepted as valid quantizer outputs. To reduce the chances of this happening, the mode
prohibits “unreasonable” coefficient values.
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18.10.13 Enhanced Reference Picture Selection
Mode

Motion-compensated prediction is accomplished by scarching the previous picture for a block
similar to the block being encoded. The enhanced reference picture selection mode allows
the encoder to search more than one picture to find the best match and then use the best-
suited picture to perform motion-compensated prediction. Reference picture selection can
be accomplished on a macroblock level. The selection of the pictures to be used for motion
compensation can be performed in one of two ways. A sliding window of M pictures can
be used and the last M decoded. with reconstructed pictures stored in a multipicture buffer.
A more complex adaptive memory (not specified by the standard) can also be used in place
of the simple sliding window. This mode significantly enhances the prediction. resulting in
a reduction in the rate for equivalent quality. However. it also increases the computational
and memory requirements on the encoder. This memory burden can be mitigated to some
extent by assigning an unused label to pictures or portions of pictures. These pictures, or
portions of pictures. then do not need to be stored in the buffer. This unused label can also
be used as part of the adaptive memory control to manage the pictures that are stored jn the
buffer.

18.11 ITU-T Recommendation H.264, MPEG-4
Part 10, Advanced Video Coding

As described in the previous section, the H.263 recommendation started out as an incremental
improvement over H.261 and ended up with a slew of optional features. which in fact make
the improvement over H.261 more than incremental. In H.264 we have a standard that started
out with a goal of significant improvement over the MPEG-1/2 standards and achieved those
goals. The standard, while initiated by ITU-T's Video Coding Experts Group (VCEG). ended
up being a collaboration of the VCEG and ISO/IEC’s MPEG committees which joined to
form the Joint Video Team (JVT) in December of 2001 [255]. The collaboration of various
groups in the development of this standard has also resulted in the richness of names. It
is variously known as ITU-T H.264. MPEG-4 Part 10. MPEG-4 Advanced Video Coding
(AVCQ), as well as the name under which it started its life. H.26L. We will just refer to it as
H.264.

The basic block diagram looks very similar to the previous schemes. There are intra
and inter pictures. The inter pictures are obtained by subtracting a motion compensated
prediction from the original picture. The residuals are transtormed into the frequency domain.
The transform coefficients are scanned. quantized. and encoded using variable length codes.
A local decoder reconstructs the picture for use in future predictions. The intra picture is
coded without reference to past pictures.

While the basic block diagram is very similar to the previous standards the details are
quite different. We will look at these details in the following sections. We begin by looking at
the basic structural elements. then look at the decorrelation of the inter frames. The decorre-
lation process includes motion-compensated prediction and transformation of the prediction
error. We then look at the decorrelation of the intra frames. This includes intra prediction
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modes and transforms used in this mode. We finally look at the different binary coding
options.

The macroblock structure is the same as used in the other standards. Each macroblock
consists of four 8 x 8 luminance blocks and two chrominance blocks. An integer number
of sequential macroblocks can be put together to form a slice. In the previous standards
the smallest subdivision of the macroblock was into its 8 x 8 component blocks. The H.264
standard allows 8 x 8 macroblock partitions to be further divided into sub-macroblocks of size
8 x 4,4 x8, and 4 x 4. These smaller blocks can be used for motion-compensated prediction,
allowing for tracking of much finer details than is possible with the other standards. Along
with the 8 x 8 partition, the macroblock can also be partitioned into two 8 x 16 or 16 x 8
blocks. In field mode the H.264 standard groups 16 x 8 blocks from each field to form a
16 x 16 macroblock.

18.11.1 Motion-Compensated Prediction

The H.264 standard uses its macroblock partitions to develop a tree-structured motion
compensation algorithm. One of the problems with motion-compensated prediction has
always been the selection of the size and shape of the block used for prediction. Different parts
of a video scene will move at different rates in different directions or stay put. A smaller-size
block allows tracking of diverse movement in the video frame, leading to better prediction
and hence lower bit rates. However, more motion vectors need to be encoded and transmitted,
using up valuable bit resources. In fact, in some video sequences the bits used to encode
the motion vectors may make up most of the bits used. If we use small blocks, the number
of motion vectors goes up, as does the bit rate. Because of the variety of sizes and shapes
available to it, the H.264 algorithm provides a high level of accuracy and efficiency in its
prediction. It uses small block sizes in regions of activity and larger block sizes in stationary
regions. The availability of rectangular shapes allows the algorithm to focus more precisely
on regions of activity.

The motion compensation is accomplished using quarter-pixel accuracy. To do this the
reference picture is “expanded” by interpolating twice between neighboring pixels. This
results in a much smoother residual. The prediction process is also enhanced by the use of
filters on the 4 block edges. The standard allows for searching of up to 32 pictures to find
the best matching block. The selection of the reference picture is done on the macroblock
partion level, so all sub-macroblock partitions use the same reference picture. 4

As in H.263, the motion vectors are differentially encoded. The basic scheme is the same.
The median values of the three neighboring motion vectors are used to predict the current
motion vector. This basic strategy is modified if the block used for motion compensation is
al6x 16, 16 x 8, or 8 x 16 block.

For B pictures, as in the case of the previous standards, two motion vectors are allowed for
each macroblock or sub-macroblock partition. The prediction for each pixel is the weighted
average of the two prediction pixels.

Finally, a P, type macroblock is defined for which 16 x 16 motion compensation is
used and the prediction error is not transmitted. This type of macroblock is useful for regions
of little change as well as for slow pans.
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18.11.2 The.Transform

Unlike the previous video coding schemes. the transform used is not an 8 x 8 DCT. For
most blocks the transform used is a 4 x 4 integer DCT-like matrix. The transform matrix is
given by
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The inverse transform matrix is given by
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The transform operations can be implemented using addition and shifts. Multiplication by 2
is a single-bit left shift and division by 2 is a single-bit right shift. However. there is a price
for the simplicity. Notice that the norm of the rows is not the same and the product of the
forward and inverse transforms does not result in the identity matrix. This discrepancy is
compensated for by the use of scale factors during quantization. There are scveral advantages
to using a smaller integer transform. The integer nature makes the implementation simple
and also avoids error accumulation in the transform process. The smaller size allows better
representation of small stationary regions of the image. The smaller blocks are less likely to
contain a wide range of values. Where there are sharp transitions in the blocks. any ringing
effect is contained within a small number of pixels.

18.11.3 Intra Prediction

In the previous standards the I pictures were transform coded without any decorrelation.
This meant that the number of bits required for the I frames is substantially higher than for
the other pictures. When asked why he robbed banks, the notorious robber Willie Sutton is
supposed to have said simply, “because that’s where the money is.” Because most of the
bits in video coding are expended in encoding the I frame, it made a lot of sense for the
JVT to look at improving the compression of the I frame in order to substantially reduce
the bitrate.

The H.264 standard contains a number of spatial prediction modes. For 4 x 4 blocks there
are nine prediction modes. Eight of these are summarized in Figure 18.17. The sixteen pixels
in the block a—p are predicted using the thirteen pixels on the boundary (and extending
from it).! The arrows corresponding to the mode numbers show the direction of prediction.
For example, mode 0 corresponds to the downward pointing arrow. In this case pixel A is
used to predict pixels a. e, i, m, pixel B is used to predict pixels b, f, j, n, pixel C is used

! The jump from pixel L to () is a historical antifact. In an earlier version of the standard. pixels below L were also
used in some prediction modes.
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FIGURE 18. 17 Prediction modes for 4 x 4 intra prediction.

to predict pixels ¢, g, k, 0, and pixel D is used to predict pixels d, &, [, p. In mode 3, also
called the diagonal down/left mode, B is used to predict a, C is used to predict b, e, pixel
D is used to predict pixels c, f, i. pixel E is used to predict pixels d, g, j, m, pixel F is used
to predict pixels 4, k, n, pixel G is used to predict pixels /, o, and pixel H is used to predict
pixel p. If pixels E, F, G, and H are not available, pixel D is repeated four times. Notice that
no direction is availble for mode 2. This is called the DC mode, in which the average of the
left and top boundary pixels is used as a prediction for all sixteen pixels in the 4 x 4 block.
In most cases the prediction modes used for all the 4 x 4 blocks in a macroblock are heavily
correlated. The standard uses this correlation to efficiently encode the mode information.

In smooth regions of the picture it is more convenient to use prediction on a macroblock
basis. In case of the full macroblock there are four prediction modes. Three of them cor-
respond to modes 0, 1, and 2 (vertical. horizontal, and DC). The fourth prediction mode is
called the planar prediction mode. In this mode a three-parameter plane is fitted to the pixel
values of the macroblock.

18.11.4 Quantization

The H.264 standard uses a uniform scalar quantizer for quantizing the coefficients. There
are 52 scalar quantizers indexed by Q,,,. The step size doubles for every sixth Q,,,.
The quantization incorporates scaling necessitated by the approximations used to make the
transform simple. If o, ;(Q,,,,) are the weights for the (i, J)™ coefficient then

|9,,j|“i.j(Q.\~n«p)J
Q.\re/)

In order to broaden the quantization interval around the origin we add a small value in the
numerator.

step

1,»4 = sign(f),-‘j) |>

|ei.j1ai.j(step) + f(Qslcp) J

I, = sign(6, ) [ Q
step
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In actual implementation we do away with divisions and the quantization is implemented
as [255]

1, = sign(0, )10, ,|M(Qu. 1)+ f277% ] >> 17+ 0
where

QM = Q.&I(’p (’n0d6)

Q&H’p
0|2
0 i, jeven
r=141ijodd

2 otherwise

and M is given in Table 18.9
The inverse quantization is given by

~

6:’,;‘ = [i,jS(QM’ r) << Qg

where S is given in Table 18.10

Prior to quantization, the transforms of the 16 x 16 luminance residuals and the 8 x 8
chrominance residuals of the macroblock-based intra prediction are processed to further
remove redundancy. Recall that macroblock-based prediction is used in smooth regions of
the I picture. Therefore, it is very likely that the DC coefficients of the 4 x 4 transforms

TABLE 18.9 M(Q,,, r) values in H.264.

Oum r=0 r=1 r=2
0 13107 5243 8066
1 11916 4660 7490
2 10082 4194 6554
3 9362 3647 5825
4 8192 3355 5243
5 7282 2893 4559

TABLE 18.10 s(Q,,. r) values in H.264.

Ou r=0 r=1 r=2
0 10 16 13
1 11 18 14
2 13 20 16
3 14 23 18
4 16 25 20
5 18 29 23
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are heavily correlated. To remove this redundancy. a discrete Walsh-Hadamard transform is
used on the DC coefficients in the macroblock. In the case of the luminance block, this is
a 4 x 4 transform for the sixteen DC coefficients. The smaller chrominance block contains
four DC coefficients, so we use a 2 x 2 discrete Walsh-Hadamard transform.

18.11.5 Coding

The H.264 standard contains two options for binary coding. The first uses exponen-
tial Golomb codes to encode the parameters and a context-adaptive variable length code
(CAVLC) to encode the quantizer labels [255). The second binarizes all the values and then
uses a context-adaptive binary arithmetic code (CABAC) [256].

An exponential Golomb code for a positive number x can be obtained as the unary code
for M = [log,(x+ 1)] concatenated with the M bit natural binary code for x + 1. The unary
code for a number v is given as v zeros followed by a 1. The exponential Golomb code for
zero is 1.

The quantizer labels are first scanned in a zigzag fashion. In many cases the last nonzero
labels in the zigzag scan have a magnitude of 1. The number N of nonzero labels and the
number T of trailing ones are used as an index into a codebook that is selected based on
the values of N and T for the neighboring blocks. The maximum allowed value of T is
3. If the number of trailing labels with a magnitude of 1 is greater than 3, the remaining
are encoded in the same manner as the other nonzero labels. The nonzero labels are then
coded in reverse order. That is, the quantizer labels corresponding to the higher-frequency
coefficients are encoded first. First the signs of the trailing Is are encoded with Os signifying
positive values and Is signifying negative values. Then the remaining quantizer labels are
encoded in reverse scan order. After this, the total number of Os in the scan between the
beginning of the scan and the last nonzero label is encoded. This will be a number between
0 and 16 — N. Then the run of zeros before each label, starting with the last nonzero label
is encoded until we run out of zeros or coefficients. The number of bits used to code each
zero run will depend on the number of zeros remaining to be assigned.

In the second technique, which provides higher compression, all values are first converted
to binary strings. This binarization is performed, depending on the data type. using unary
codes, truncated unary codes, exponential Golomb codes, and fixed-length codes, plus five
specific binary trees for encoding macroblock and sub-macroblock types. The binary string
is encoded in one of two ways. Redundant strings are encoded using a context-adaptive
binary arithmetic code. Binary strings that are random. such as the suffixes of the exponential
Golomb codes. bypass the arithmetic coder. The arithmetic coder has 399 contexts available
to it. with 325 of these contexts used for encoding the quantizer labels. These numbers
include contexts for both frame and field slices. In a pure frame or field slice only 277 of
the 399 context models are used. These context models are simply Cum_Count tables for
use with a binary arithmetic coder. The H.264 standard recommends a multiplication-free
implementation of binary arithmetic coding.

The H.264 standard is substantially more flexible than previous standards, with a much
broader range of applications. In terms of performance, it claims a 50% reduction in bit rate
over previous standards for equivalent perceptual quality [255].
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18.12 MPEG-4 Part 2

The MPEG-4 standard provides a more abstract approach to the coding of multimedia. The
standard views a multimedia “scene” as a collection of objects. These objects can be visual,
such as a still background or a talking head. or aural. such as speech. music, background
noise, and so on. Each of these objects can be coded independently using different techniques
to generate separate elementary bitstreams. These bitstreams are multiplexed along with
a scene description. A language called the Binary Format for Scenes (BIFS) based on
the Virtual Reality Modeling Language (VRML) has been developed by MPEG for scene
descriptions. The decoder can use the scene description and additional input from the user
to combine or compose the objects to reconstruct the original scene or create a variation on
it. The protocol for managing the elementary streams and their muitiplexed version, called
the Delivery Multimedia Integration Framework (DMIF), is an important part of MPEG-4.
However, as our focus in this book is on compression, we will not discuss the protocol
(for details, see the standard [213]).

A block diagram for the basic video coding algorithm is shown in Figure 18.18. Although
shape coding occupies a very small portion of the diagram, it is a major part of the algorithm.
The different objects that make up the scene are coded and sent to the multiplexer. The
information about the presence of these objects is also provided to the motion-compensated
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FIGURE 18. 18 A block diagram for video coding.
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predictor. which can use object-based motion compensation algorithms to improve the
compression efficiency. What is left after the prediction can be transmitted using a DCT-
based coder. The video coding algorithm can also use a background “sprite”—generally a
large panoramic still image that forms the background for the video sequence. The sprite is
transmitted once. and the moving foreground video objects are placed in front of different
portions of the sprite based on the information about the background provided by the encoder.

The MPEG-4 standard also envisions the use of model-based coding, where a triangular
mesh representing the moving object 1s transmitted followed by texture information for
covering the mesh. Information about movement of the mesh nodes can then be transmitted
to animate the video object. The texture coding technique suggested by the standard is the
embedded zerotree wavelet (EZW) algorithm. In particular, the standard envisions the use of
a facial animation object to render an animated face. The shape, texture, and expressions of
the face are controlled using facial definition parameters (FDPs) and facial action parameters
(FAPs). BIFS provides features to support custom models and specialized interpretation of
FAPs.

The MPEG-2 standard allows for SNR and spatial scalability. The MPEG-4 standard
also allows for object scalability. in which certain objects may not be sent in order to reduce
the bandwidth requirement.

18.13 Packet Video

The increasing popularity of communication over networks has led to increased interest in
the development of compression schemes for use over networks. In this section we look at
some of the issues involved in developing video compression schemes for use over networks.

18.14 ATM Networks

With the explosion of information. we have also seen the development of new ways of
transmitting the information. One of the most efficient ways of transferring information
among a large number of users is the use of asynchronous transfer mode (ATM) technology.
In the past, communication has usually taken place over dedicated channels: that is, in
order to communicate between two points, a channel was dedicated only to transferring
information between those two points. Even if there was no information transfer going on
during a particular period, the channel could not be used by anyone else. Because of the
inefficiency of this approach. there is an increasing movement away from it. In an ATM
network, the users divide their information into packets, which are transmitted over channels
that can be used by more than one user.

We could draw an analogy between the movement of packets over a communication
network and the movement of automobiles over a road network. If we break up a message
into packets, then the movement of the message over the network is like the movement of
a number of cars on a highway system going from one point to the other. Although two
cars may not occupy the same position at the same time, they can occupy the same road
at the same time. Thus, more than one group of cars can use the road at any given time.
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Furthermore, not all the cars in the group have to take the same route. Depending on the
amount of traffic on the various roads that run between the origin of the traffic and the
destination. different cars can take different routes. This is a more efficient utilization of
the road than if the entire road was blocked off until the first group of cars completed its
traversal of the road.

Using this analogy. we can see that the availability of transmission capacity, that is, the
number of bits per second that we can transmit. is affected by factors that are outside our
control. If at a given time there is very little traffic on the network. the available capacity
will be high. On the other hand. if there is congestion on the network. the available capacity
will be low. Furthermore, the ability to take alternate routes through the network also means
that some of the packets may encounter congestion, leading to a variable amount of delay
through the network. In order to prevent congestion from impeding the flow of vital traffic,
networks will prioritize the traffic. with higher-priority traffic being permitted to move
ahead of lower-priority traffic. Users can negotiate with the network for a fixed amount of
guaranteed traffic. Of course, such guarantees tend to be expensive. so it i1s important that
the user have some idea about how much high-priority traffic they will be transmitting over
the network.

18.14.1 Compression Issves in ATM Networks

In video coding. this situation provides both opportunities and challenges. In the video
compression algorithms discussed previously. there is a buffer that smooths the output of
the compression algorithm. Thus, if we encounter a high-activity region of the video and
generate more than the average number of bits per second. in order to prevent the buffer
from overflowing. this period has to be followed by a period in which we generate fewer
bits per second than the average. Sometimes this may happen naturally, with periods of low
activity following periods of high activity. However. it is quite likely that this would not
happen. in which case we have to reduce the quality by increasing the step size or dropping
coefficients. or maybe even entire frames.

The ATM network, if it is not congested. will accommodate the variable rate generated
by the compression algorithm. But if the network is congested. the compression algorithm
will have to operate at a reduced rate. If the network is well designed. the latter situation will
not happen too often. and the video coder can function in a manner that provides uniform
quality. However. when the network is congested. it may remain so for a relatively long
period. Therefore. the compression scheme should have the ability to operate for significant
periods of time at a reduced rate. Furthermore, congestion might cause such long delays that
some packets arrive after they can be of any use: that is, the frame they were supposed to
be a part of might have already been reconstructed.

In order to deal with these problems. it is useful if the video compression algorithm
provides information in a layered fashion. with a low-rate high-priority layer that can be
used to reconstruct the video. even though the reconstruction may be poor, and low-priority
enhancement layers that enhance the quality of the reconstruction. This is similar to the idea
of progressive transmission, in which we first send a crude but low-rate representation of
the image, followed by higher-rate enhancements. It is also useful if the bit rate required for
the high-priority layer does not vary too much.
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18.14.2 Compression Algorithms for Packet Video

Almost any compression algorithm can be modified to perform in the ATM environment, but
some approaches seem more suited to this environment. We briefly present two approaches
(see the original papers for more details).

One compression scheme that functions in an inherently layered manner is subband
coding. In subband coding. the lower-frequency bands can be used to provide the basic
reconstruction, with the higher-frequency bands providing the enhancement. As an example,
consider the compression scheme proposed for packet video by Karlsson and Vetterli [257].
In their scheme, the video is divided into 11 bands. First, the video signal is divided into
two temporal bands. Each band is then split into four spatial bands. The low-low band of the
temporal low-frequency band is then split into four spatial bands. A graphical representation
of this splitting is shown in Figure 18.19. The subband denoted 1 in the figure contains
the basic information about the video sequence. Therefore. it is transmitted with the highest
priority. If the data in all the other subbands are lost, it will still be possible to reconstruct
the video using only the information in this subband. We can also prioritize the output of
the other bands, and if the network starts getting congested and we are required to reduce
our rate, we can do so by not transmitting the information in the lower-priority subbands.
Subband 1 also generates the least variable data rate. This is very helpful when negotiating
with the network for the amount of priority traffic.

Given the similarity of the ideas behind progressive transmission and subband coding,
it should be possible to use progressive transmission algorithms as a starting point in the
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design of layered compression schemes for packet video. Chen. Sayood. and Nelson [258]
use a DCT-based progressive transmission scheme [259] to develop a compression algorithm
for packet video. In their scheme, they first encode the difference between the current frame
and the prediction for the current frame using a 16 x 16 DCT. They only transmit the DC
coefficient and the three lowest-order AC coefticients to the receiver. The coded coefficients
make up the highest-priority layer.

The reconstructed frame is then subtracted from the original. The sum of squared errors
is calculated for each 16 x 16 block. Blocks with squared error greater than a prescribed
threshold are subdivided into four 8 x 8 blocks, and the coding process is repeated using an
8 x 8§ DCT. The coded coefficients make up the next layer. Because only blocks that fail
to meet the threshold test are subdivided. information about which blocks are subdivided is
transmitted to the receiver as side information.

The process is repeated with 4 x 4 blocks, which make up the third layer, and 2 x 2
blocks, which make up the fourth layer. Although this algorithm is a variable-rate coding
scheme. the rate for the first layer is constant. Therefore, the user can negotiate with the
network for a fixed amount of high-priority tratfic. In order to remove the effect of delayed
packets from the prediction. only the reconstruction from the higher-priority layers is used
tor prediction.

This idea can be used with many different progressive transmission algorithms to make
them suitable for use over ATM networks.

18.15 Summary

In this chapter we described a number of different video compression algorithms. The
only new information in terms of compression algorithms was the description of motion-
compensated prediction. While the compression algorithms themselves have already been
studied in previous chapters, we looked at how these algorithms are used under differ-
ent requirements. The three scenarios that we looked at are teleconferencing, asymmetric
applications such as broadcast video. and video over packet networks. Each application has
slightly different requirements, leading to different ways ot using the compression algo-
rithms. We have by no means attempted to cover the entire arca of video compression.
However, by now you should have sufficient background to explore the subject further using
the following list as a starting point.

Further Reading
1. An excellent source for information about the technical issues involved with digital

video is the book The Art of Digital Video, by J. Watkinson [260].

2. The MPEG-I standards document [252]. “Information Technology—Coding of Mov-
ing Pictures and Associated Audio for Digital Storage Media Up to about 1.5 Mbit/s.”
has an excellent description of the video compression algorithm.
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Detailed information about the MPEG-1 and MPEG-2 video standards can also be
found in MPEG Video Compression Standard. by J.L. Mitchell, W.B. Pennebaker,
C.E. Fogg, and D.J. LeGall [261].

To find more on model-based coding, see “Model Based Image Coding: Advanced
Video Coding Techniques for Very Low Bit-Rate Applications.” by K. Aizawa and
T.S. Huang [250], in the February 1995 issue of the Proceedings of the IEEE.

A good place to begin exploring the various areas of research in packet video is the
June 1989 issue of the IEEE Journal on Selected Areas of Communication.

The MPEG 1/2 and MPEG 4 standards are covered in an accesible manner in the
book. The MPEG Handbook by J. Watkinson [261]. Focal press 2001.

A good source for information about H.264 and MPEG-4 is H.264 and MPEG-4 video
compression, by [.LE.G. Richardson. Wiley, 2003.

16 Projects and Problems

(a) Take the DCT of the Sinan image and plot the average squared value of each
coefticient.

(b} Circularly shift each line of the image by eight pixels. That is, new_image[i, j] =

old_image[i. j+8 (mod 256)]. Take the DCT of the difference and plot the
average squared value of each coefficient.

{¢) Compare the results in parts (a) and (b) above. Comment on the differences.



Probability and Random Processes

n this appendix we will look at some of the concepts relating to probability and
random processes that are important in the study of systems. Our coverage will
be highly selective and somewhat superficial, but enough to use probability
and random processes as a tool in understanding data compression systems.

A.1 Probability

There are several different ways of defining and thinking about probability. Each approach
has some merit; perhaps the best approach is the one that provides the most insight into the
problem being studied.

A.1.1 Frequency of Occurrence

The most common way that most people think about probability is in terms of outcomes, or
sets of outcomes, of an experiment. Let us suppose we conduct an experiment E that has N
possible outcomes. We conduct the experiment n; times. If the outcome w; occurs n; times,
we say that the frequency of occurrence of the outcome w; is :—' We can then define the
probability of occurrence of the outcome w; as

P(w) = lim -,
nr—>% Nr
In practice we do not have the ability to repeat an experiment an infinite number of
times, so we often use the frequency of occurrence as an approximation to the probability.
To make this more concrete consider a specific experiment. Suppose we turn on a television
1,000,000 times. Of these times, 800,000 times we turn the television on during a commercial
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and 200.000 times we turn it on and we don’t get a commercial. We could say the frequency
of occurrence, or the estimate of the probability. of turning on a television set in the middle
of a commercial is 0.8. Our experiment E here is the turning on a television set, and
the outcomes are commercial and no commercial. We could have been more careful with
noting what was on when we turned on the television set and noticed whether the program
was a news program (2000 times). a newslike program (20.000 times), a comedy program.
(40.000 times). an adventure program (18.000 times), a variety show (20.000 times), a
talk show (90.000 times). or a movie (10,000 times). and whether the commercial was
for products or services. In this case the outcomes would be product commercial, service
commercial, comedy. adventure, news. pseudonews, variety, talk show. and movie. We could
then define an evenr as a set of outcomes. The event commercial would consist of the
outcomes product commercial, service commercial; the event no commercial would consist
of the outcomes comedy, udventure, news, pseudonews, variety, talk show, movie. We could
also define other events such as programs that may contain news. This set would contain
the outcomes news, pseudonews. and talk shows, and the frequency of occurrence of this set
1s 0.112.

Formally. when we define an experiment E. associated with the experiment we also
define a sample space S that consists of the outcomes {w,;}. We can then combine these
outcomes into sets that are called events, and assign probabilities to these events. The largest
subset of § (event) is S itself. and the probability of the event S is simply the probability
that the experiment will have an outcome. The way we have defined things, this probability
is one; that is. P(S) = 1.

A.1.2 A Measvure of Belief

Sometimes the idea that the probability of an event is obtained through the repetitions of
an experiment runs into trouble. What. for example, is the probability of your getting from
Logan Airport to a specific address in Boston in a specified period of time? The answer
depends on a lot of different factors, including your knowledge of the area. the time of day,
the condition of your transport. and so on. You cannot conduct an experiment and get your
answer because the moment you conduct the experiment, the conditions have changed, and
the answer will now be different. We deal with this situation by defining a priori and a
posteriori probabilities. The a priori probability is what you think or believe the probability
to be before certain information is received or certain events take place: the a posteriori
probability is the probability after you have received further information. Probability is no
longer as rigidly defined as in the frequency of occurrence approach but is a somewhat more
fluid quantity, the value of which changes with changing experience. For this approach to
be useful we have to have a way of describing how the probability evolves with changing
information. This is done through the use of Baves’ rule. named after the person who first
described it. If P(A) is the a priori probability of the event A and P(A|B) is the a posteriori
probability of the event A given that the event B has occurred, then

P(A, B)

P(A[B) = P(B)

(A1)
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where P(A, B) is the probability of the event A and the event B occurring. Similarly,

_ P(A.B)
P(B|A) = PA) (A.2)
Combining (A.1) and (A.2) we get
_ P(BJA)P(A)
P(A|B) = —P(r (A.3)

It the events A and B do not provide any information about each other, it would be
reasonable to assume that

P(A|B) = P(A)
and therefore from (A.1).
P(A. B) = P(A)P(B). (A.4)

Whenever (A.4) is satisfied. the events A and B are said to be statistically independent, or
simply independent.

Example A.1.1:

A very common channel model used in digital communicaiion is the binary symmetric
channel. In this model the input is a random experiment with outcomes 0 and 1. The output
of the channel is another random event with two outcomes 0 and 1. Obviously, the two
outcomes are connected in some way. To see how, let us first define some events:

A: Inputis O
B: Input is |
C: Output is 0
D: Output is 1

Let’s suppose the input is equally likely to be a 1 or a 0. So P(A) = P(B) = 0.5. If the
channel was perfect, that is. you got out of the channel what you put in, then we would have

P(C|A) = P(D|B) =1
and
P(C|B) = P(D|A) = 0.

With most real channels this system is seldom encountered, and generally there is a small
probability € that the transmitted bit will be received in error. In this case. our probabilities
would be

P(C|A) = P(D|B)=1—¢
P(C|B) = P(D|A) =e.
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How do we interpret P(C) and P(D)? These are simply the probability that at any given
time the output is a 0 or a 1. How would we go about computing these probabilities given
the available information? Using (A.l) we can obtain P(A. C) and P(B, C) trom P(C|A).
P(C|B). P(A). and P(B). These are the probabilities that the input is 0 and the output is 1.
and the input is 1 and the output is 1. The event C—that is. the output is 1—will occur only
when one of the two joint events occurs, therefore.

P(C)=P(A.C)+ P(B.C).
Similarly.

P(D) = P(A. D)+ P(B. D).
Numerically. this comes out to be

P(C) = P(D) =0.5. ¢

A.1.3 The Axiomatic Approach

Finally, there is an approach that simply defines probability as a measure. without much
regard for physical interpretation. We are very familiar with measures in our daily lives. We
talk about getting a 9-foot cable or a pound of cheese. Just as length and width measure the
extent of certain physical quantities, probability measures the extent of an abstract quantity.
a set. The thing that probability measures is the “size™ of the event set. The probability
measure follows similar rules to those followed by other measures. Just as the length of
a physical object is always greater than or equal to zero. the probability of an event is
always greater than or equal to zero. It we measure the length of two objects that have no
overlap, then the combined length of the two objects is simply the sum of the lengths of the
individual objects. In a similar manner the probability of the union of two events that do not
have any outcomes in common is simply the sum of the probability of the individual events.
So as to keep this definition of probability in line with the other definitions. we normalize
this quantity by assigning the largest set, which is the sample space S, the size of 1. Thus,
the probability of an event always lies between 0 and 1. Formally. we can write these rules
down as the three axioms of probability.
Given a sample space S:

B Axiom [:1f A is an event in S, then P(A) > 0.
B Axiom 2: The probability of the sample space is [; that is, P(S) = 1.
M Axiom 3: If A and B are two events in S and ANB = &, then P(AUB) = P(A)+ P(B).

Given these three axioms we can come up with all the other rules we need. For example,
suppose A€ is the complement of A. What is the probability of A“? We can get the answer
by using Axiom 2 and Axiom 3. We know that

AUA=S
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and Axiom 2 tells us that P(S) = 1, therefore,

P(ACUA) = 1. (A.5)
We also know that AN A = ¢, therefore, from Axiom 3

P(A“UA) = P(A°) + P(A). _ (A.6)

Combining equations (A.5) and (A.6), we get
P(A‘) = 1— P(A). (A7)
Similarly, we can use the three axioms to obtain the probability of AUB when ANB # ¢ as
P(AUB) = P(A)+ P(B) — P(ANB). (A.8)

In all of the above we have been using two events A and B. We can easily extend these
rules to more events.

Example A.1.2:

Find P(AUBUC) when ANB=ANC =¢, and BUC # ¢.
Let

D=BUC.
Then
ANC=¢, ANB=¢d = AND=d.
Therefore, from Axiom 3,
P(AUD) = P(A) + P(D)
and using (A.8)
P(D) = P(B)+ P(C) — P(BNC).
Combining everything, we get
’ P(AUBUC) = P(A) + P(B) + P(C) — P(BN (). ¢
The axiomatic approach is especially useful when an experiment does not have discrete
outcomes. For example, if we are looking at the voltage on a telephone line, the probability
of any specific value of the voltage is zero because there are an uncountably infinite number
of different values that the voltage can take, and we can assign nonzero values to only a
countably infinite number. Using the axiomatic approach, we can view the sample space as
the range of voltages, and events as subsets of this range.

We have given three different interpretations of probability, and in the procéss described
some rules by which probabilities can be manipulated. The rules described here (such as
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Bayes’ rule. the three axioms, and the other rules we came up with) work the same way
regardless of which interpretation you hold dear. The purpose of providing you with three
different interpretations was to provide you with a variety of perspectives with which to
view a given situation. For example, if someone says that the probability of a head when
you flip a coin is 0.5, you might interpret that number in terms of repeated experiments (if
I flipped the coin 1000 times, [ would expect to get 500 heads). However, if someone tells
you that the probability of your getting killed while crossing a particular street is 0.1, you
might wish to interpret this information in a more subjective manner. The idea is to use the
interpretation that gives you the most insight into a particular problem, while remembering
that your interpretation will not change the mathematics of the situation.

Now that have expended a lot of verbiage to say what probability is, let’s spend a few
lines saying what it is not. Probability does not imply certainty. When we say that the
probability of an event is one, this does not mean that event will happen. On the other hand.
when we say that the probability of an event is zero, that does not mean that event won't
happen. Remember, mathematics only models reality, it is not reality.

A.2 Random Variables

When we are trying to mathematically describe an experiment and its outcomes, it is much
more convenient if the outcomes are numbers. A simple way to do this is to define a mapping
or function that assigns a number to each outcome. This mapping or function is called a
random variable. To put that more formally: Let’S be a sample space with outcomes {w,}.
Then the random variable X is a mapping

X:S—> R (A.9)
where R denotes the real number line. Another way of saying the same thing is
X(w) = x; weS. xe R (A.10)

The random variable is generally represented by an uppercase letter, and this is the
convention we will follow. The value that the random variable takes on is called the
realization of the random variable and is represented by a lowercase letter.

Example A.2.1:

Let’s take our television example and rewrite it in terms of a random variable X:

X(product commercial) = 0
X(service commercial) = 1
X(news) = 2
X(pseudonews) = 3

X(talk show) = 4
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X(variety) = 5
X(comedy) = 6
X(adventure) = 7
X(movie) = 8

Now, instead of talking about the probability of certain programs, we can taik about
the probability of the random variable X taking on certain values or ranges of values. For
example, P(X(w) < 1) is the probability of seeing a commercial when the television is
turned on (generally, we drop the argument and simply write this as P(X < 1)). Similarly,
the P(programs that may contain news) could be written as P(1 < X < 4), which is
substantially less cumbersome. ¢

A.3 Distribution Functions

Defining the random variable in the way that we did allows us to define a special probability
P(X < x). This probability is called the cumulative distribution function ( cdf) and is denoted
by Fy(x), where the random variable is the subscript and the realization is the argument. One
of the primary uses of probability is the modeling of physical processes, and we will find
the cumulative distribution function very useful when we try to describe or model different
random processes. We will see more on this later.

For now, let us look at some of the properties of the cdf:

Property 1: 0 < Fy(x) < L. This follows from the definition of the cdf.
Property 2: The cdf is a monotonically nondecreasing function. That s,
Xy 2x, = Fy(x) > Fy(xy).
To show this simply write the cdf as the sum of two probabilities:
Fy(x)) = P(X<x))=P(X <x;)+P(x, <X <x)
= Fx(x,) + P(x; < X < x;) > Fy(x,)
Property 3:
’}Ln; Fy(x)=1.
Property 4:
,,l_i,'l, Fy(x)=0.
Property 5: If we define
Fy(x™) = P(X < x)
then
P(X =x) = Fy(x) — Fy(x7).
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Example A.3.1:

Assuming that the frequency of occurrence was an accurate estimate of the probabilities, let
us obtain the cdf for our television example:

0 x<0

0.4 O<x<l

0.8 1<x<?2

0802 2<x<3

0.822 3<x<4

0912 4<x<5

0932 5<x<6

0972 6<x<7

099 7<x<8

1.00 8<x ¢

Fy(x) =

Notice a few things about this cdf. First, the cdf consists of step functions. This is
characteristic of discrete random variables. Second, the function is continuous from the right.
This is due to the way the cdf is defined.

The cdf is somewhat different when the random variable is a continuous random variable.
For example, if we sampled a speech signal and then took differences of the samples, the
resulting random process would have a cdf that would look something like this:

e x<0
Fx(x) = —le2 x>0

— 10 e

The thing to notice in this case is that because Fy(x) is continuous
P(X =x)=Fy(x)—Fx(x7)=0.

We can also have processes that have distributions that are continuous over some ranges
and discrete over others.

Along with the cumulative distribution function, another function that also comes in very
handy is the probability density function (pdf). The pdf corresponding to the cdf Fy(x) is
written as fy(x). For continuous cdfs, the pdf is simply the derivative of the cdf. For the
discrete random variables, taking the derivative of the cdf would introduce delta functions,
which have problems of their own. So in the discrete case, we obtain the pdf through
differencing. It is somewhat awkward to have different procedures for obtaining the same
function for different types of random variables. It is possible to define a rigorous unified
procedure for getting the pdf from the cdf for all kinds of random variables. However, in
order to do so, we need some familiarity with measure theory, which is beyond the scope
of this appendix. Let us look at some examples of pdfs.
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Example A.3.2:

For our television scenario:

04 if X=0
0.4 if X=1
0.002 if X=2
002 ifxX=3
009 ifX=4
KO=1002 ifx=s
004 ifX=6
0.018 if X=7
0.0l ifX=8
0 otherwise ¢
Example A.3.3:
For our speech example, the pdf is given by
1,
fr() = e ¢

A.4 Expectation

When dealing with random processes, we often deal with average quantities, like the signal
power and noise power in communication systems, and the mean time between failures
in various design problems. To obtain these average quantities, we use something called
an expectation operator. Formally, the expectation operator E[ ] is defined as follows: The
expected value of a random variable X is given by

E[X]=) xP(X=x) (A1)
when X is a discrete random variable with realizations {x;} and by

E[X] = /:xfx(x)dx (A.12)

where f,(x) is the pdf of X.

The expected value is very much like the average value and, if the frequency of occurrence
is an accurate estimate of the probability, is identical to the average value. Consider the
following example:

Example A.4.1:
Suppose in a class of 10 students the grades on the first test were

10,9,8,8,7,7,7,6,6,2
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The average value is %, or 7. Now let’s use the frequency of occurrence approach to estimate
the probabilities of the various grades. (Notice in this case the random variable is an identity
mapping, i.e., X(») = w.) The probability estimate of the various values the random variable
can take on are

P(10) = P(9)=P(2)=0.1, P(@B)=P(6)=02, P7)=0.3,
P(6) =P(5)=P(4)=P(3)=P(1)=P0)=0
The expected value is therefore given by

E[X] = (0)(0) +(0)(1) + (0.1)(2) + (0)(3) + (0)(4) + (0)(5) + (0.2)(6)
+(0.3)(7) + (0.2)(8) + (0.1)(9) + (0.1)(10) = 7. ¢

It seems that the expected value and the average value are exactly the same! But we
have made a rather major assumption about the accuracy of our probability estimate. In
general the relative frequency is not exactly the same as the probability, and the average
expected values are different. To emphasize this difference and similarity, the expected
value is sometimes referred to as the statistical average, while our everyday average value
is referred to as the sample average.

We said at the beginning of this section that we are often interested in things such as
signal power. The average signal power is often defined as the average of the signal squared.
If we say that the random variable is the signal value, then this means that we have to find
the expected value of the square of the random variable. There are two ways of doing this.
We could define a new random variable ¥ = X2, then find f,(y) and use (A.12) to find
E[Y]. An easier approach is to use the fundamental theorem of expectation, which is

E[g(X)] =3 e(x)P(X =x,) (A.13)
for the discrete case, and

Elg(0]= [ _g()fi(0)dx (A14)

for the continuous case.
The expected value, because of the way it is defined, is a linear operator. That is,

ElaX +BY] = aE[X] +BE[Y]. o and 3 are constants.

You are invited to verify this for yourself.
There are several functions g() whose expectations are used so often that they have been
given special names.

A.4.1 Mean

The simplest and most obvious function is the identity mapping g(X) = X. The expected
value E(X) is referred to as the mean and is symbolically referred to as uy. If we take a
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random variable X and add a constant value to it, the mean of the new random process is
simply the old mean plus the constant. Let

Y=X+a
where « is a constant value. Then

wy =E[Y]|=E(X+a]=E[X]|+Elal=uy +a.

A.4.2 Second Moment

If the random variable X is an electrical signai, the total power in this signal is given by
E[X?]. which is why we are often interested in it. This value is called the second moment
of the random variable.

A.4.3 Variance

If X is a random variable with mean g . then the quantity E[(X — uy)?] is called the
variance and is denoted by o3 The square root of this value is called the standard deviation
and is denoted by ¢. The variance and the standard deviation can be viewed as a measure
of the “spread™ of the random variable. We can show that

oy = E[X*] - iy
If E[X"] is the total power in a signal. then the variance is also referred to as the total AC
power.

A.5 Types of Distribution .

There are several specific distributions that are very useful when describing or modeling
various processes.

A.5.1 Uniform Distribution

This is the distribution of ignorance. If we want to mddel data about which we know nothing
except its range, this is the distribution of choice. This is not to say that there are not
times when the uniform distribution is a good match for the data. The pdf of the uniform
distribution is given by

L fora<X<b

fex) = l'_ (A.15)

0 otherwise.

The mean of the uniform distribution can be obtained as

/" 1 d b+a
L= X X = .
Hx « b—a 2
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Similarly, the variance of the uniform distribution can be obtained as
, (b= a)?
T2

Details are left as an exercise.

A.5.2 Gavussian Distribution

This is the distribution of choice in terms of mathematical tractability. Because of its form,
it is especially useful with the squared error distortion measure. The probability density
function for a random variable with a Gaussian distribution, and mean u and variance o, is

1 C(x=p)?
fu0) = == exp = (A.16)
2

where the mean of the distribution is u and the variance is ¢°.

A.5.3 Laplacian Distribution

Many sources that we will deal with will have probability density functions that are quite
peaked at zero. For example, speech consists mainly of silence; therefore, samples of speech
will be zero or close to zero with high probability. Image pixels themselves do not have
any attraction to small values. However. there is a high degree of correlation among pixels.
Therefore, a large number of the pixel-to-pixel differences will have values close to zero. In
these situations, a Gaussian distribution is not a very close match to the data. A closer match
is the Laplacian distribution, which has a pdf that is peaked at zero. The density function
for a zero mean random variable with Laplacian distribution and variance ¢ is

1 —V2 x|
ex :

207 Y

fy(x) = (A17)

A.5.4 Gamma Distribution

A distribution with a pdf that is even more peaked, though considerably less tractable than
the Laplacian distribution, is the Gamma distribution. The density function for a Gamma
distributed random variable with zero mean and variance o is given by

V3 exp_\/glx|
V870 x| 20

fx(x) = (A.18)

A.6 Stochastic Process

We are often interested in experiments whose outcomes are a function of time. For example,
we might be interested in designing a system that encodes speech. The outcomes are particular
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patterns of speech that will be encountered by the speech coder. We can mathematically
describe this situation by extending our definition of a random variable. Instead of the
random variable mapping an outcome of an experiment to a number, we map it to a function
of time. Let § be a sample space with outcomes {w,}. Then the random or stochastic process
X is a mapping

X:S—>7F (A.19)
where F denotes the set of functions on the real number line. In other words,
X(w) = x(1); weS, xeF, —0<t<oo. (A.20)

The functions x(r) are called the realizations of the random process, and the collection
of functions {x ()} indexed by the outcomes w is called the ensemble of the stochastic
process. We can define the mean and variance of the ensemble as

u(r) = E[X(n] (A.21)
(1) = E[(X(1) — ()], (A.22)

If we sample the ensemble at some time r,, we get a set of numbers {x,(,)} indexed
by the outcomes w, which by definition is a random variable. By sampling the ensemble at
different times r,, we get different random variables {x,(#;)}. For simplicity we often drop
the w and 7 and simply refer to these random variables as {x;}.

Associated with each of these random variables, we will have a distribution function.
We can also define a joint distribution function for two or more of these random variables:
Given a set of random variables {x,, x,, ..., xy}, the joint cumulative distribution function
is defined as

Fyx,oxy(Xis X0y oy xy) = P(X, < X0 Xy <o, 00, Xy < Xy) (A.23)

Unless it is clear from the context what we are talking about, we will refer to the cdf of the
individual random variables X; as the marginal cdf of X;.

We can also define the joint probability density function for these random variables
Fxxyoxy (X1 Xas e ooy xy) in the same manner as we defined the pdf in the case of the
single random variable. We can classify the relationships between these random variables
in a number of different ways. In the following we define some relationships between two
random variables. The concepts are easily extended to more than two random variables.

Two random variables X, and X, are said to be independent if their joint distribution
function can be written as the product of the marginal distribution functions of each random
variable; that is,

Fx,x2 (x). %)) = Fx. (-"|)Fx3(-’fz)~ (A.24)
This also implies that

fx,x2 (xy, x3) =fx[(—’(x)fx3(<"2)- (A-25)
If all the random variables X, X,, ... are independent and they have the same distribution,

they are said to be independent, identically distributed (iid).
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Two random variables X, and X, are said to be orthogonal if
E[X;X,]=0. (A.26)
Two random variables X, and X, are said to be uncorrelated if
E[(X, —p1) (X = p2)] =0 (A.27)

where i, = E[X,] and u, = E[X,].
The autocorrelation function of a random process is defined as

R (#, 1) = E[X, X,]. (A.28)

For a given value of N, suppose we sample the stochastic process at N times {r,} to
get the N random variables {X;} with cdf Fy x,...x, (x;, X, ..., Xy), and another N times
{t;+ T} to get the random variables {X;} with cdf Fyixoo, (X}, x5, X)) O

Fyxy.ox, (1 Xa0 oo xy) = Fyog oy (X, %550, X)) - [A.29)

for all N and T, the process is said to be stationary.

The assumption of stationarity is a rather important assumption because it is a statement
that the statistical characteristics of the process under investigation do not change with
time. Thus, if we design a system for an input based on the statistical characteristics of the
input today, the system will still be useful tomorrow because the input will not change its
characteristics. The assumption of stationarity is also a very strong assumption, and we can
usually make do quite well with a weaker condition, wide sense or weak sense stationarity.

A stochastic process is said to be wide sense or weak sense stationary if it satisfies the
following conditions:

1. The mean is constant; that is, w(z) = u for all ¢.
2. The variance is finite.
3. The autocorrelation function R (¢, t,) is a function only of the difference between

t, and t,, and not of the individual values of 7, and 1,; that is,

Rxx(tl’t?,) =Rxx(tl —t2)=Rxx(t2_tl)‘ (A‘SO)

1. The classic books on probability are the two-volume set An Introduction to Probability
Theory and Its Applications, by W. Feller [171].

2. A commonly used text for an introductory course on probability and random processes
is Probability, Random Variables, and Stochastic Processes, by A. Papoulis [172].
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A.7 Projects and Problems

1. If ANB # &, show that
P(AUB) = P(A) + P(B) — P(AN B).
2. Show that expectation is a linear operator in both the discrete and the continuous case.
3. If a is a constant, show that E{a] = a.
4. Show that for a random variable X,
oy = E[X°] - p.
5. Show that the variance of the uniform distribution is given by

, (b—a)?
o=







A Brief Review of Matrix Concepts

n this appendix we will look at some of the basic concepts of matrix algebra.
Our intent is simply to familiarize you with some basic matrix operations
that we will need in our study of compression. Matrices are very useful for
representing linear systems of equations, and matrix theory is a powerful tool
for the study of linear operators. In our study of compression techniques we
will use matrices both in the solution of systems of equations and in our study of linear
transforms.

B.1 A Matrix

A collection of real or complex elements arranged in M rows and N columns is called a
matrix of order M x N

oo Aoy Aon—1
ajo a A|N-1
A= . . . (B.1)
Am-no  Gm-n T Au—iN-1

where the first subscript denotes the row that an element belongs to and the second subscript
denotes the column. For example, the element a,, belongs in row 0 and column 2, and the
element a,, belongs in row 3 and column 2. The generic ijth element of a matrix A is
sometimes represented as [A],;. If the number of rows is equal to the number of columns
(N = M), then the matrix is called a square matrix. A special square matrix that we will be
using is the identity matrix I, in which the elements on the diagonal of the matrix are 1 and
all other elements are 0:

1 i=j

0 i#]. 8.2)

[I]ij =



632 B A BRIEF REVIEW OF MATRIX CONCEPTS

If a matrix consists of a single column (N = 1), it is called a column matrix or vector of
dimension M. If it consists of a single row (M = 1), it is called a row matrix or vector of
dimension N.

The transpose AT of a matrix A is the N x M matrix obtained by writing the rows of
the matrix as columns and the columns as rows:

Ay Ay o Am-n
o) ay, Ay

AT=| _ , (B.3)
Aon-1)y Ayn-1) " Aymoin-

The transpose of a column matrix is a row matrix and vice versa.
Two matrices A and B are said to be equal if they are of the same order and their
corresponding elements are equal; that is,

A=B &  g;=b,i=01...M-1;j=0,1,...N—1.  (B.4)

B.2 Matrix Operations

You can add, subtract, and multiply matrices, but since matrices come in all shapes and
sizes, there are some restrictions as to what operations you can perform with what kind of
matrices. In order to add or subtract two matrices, their dimensions have to be identical—
same number of rows and same number of columns. In order to multiply two matrices, the
order in which they are multiplied is important. In general A x B is not equal to B x A.
Multiplication is only defined for the case where the number of columns of the first matrix
is equal to the number of rows of the second matrix. The reasons for these restrictions will
become apparent when we look at how the operations are defined.

When we add two matrices, the resultant matrix consists of elements that are the sum
of the corresponding entries in the matrices being added. Let us add two matrices A and B
where

Azl:.aoo ag) aoz:l

ayp ay Aap

and

b b b
B= 00 01 02]
[blo by, by

The sum of the two matrices, C, is given by

C___[oo C1 Cl3]_[“m+boo ag; + by, aoz'f'boz] (B.5)

G Cp €y awt+by ay+b, ap+b,

Notice that each element of the resulting matrix C is the sum of corresponding elements of
the matrices A and B. In order for the two matrices to have corresponding elements, the
dimension of the two matrices has to be the same. Therefore, addition is only defined for
matrices with identical dimensions (i.e., same number of rows and same number of columns).
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Subtraction is defined in a similar manner. The elements of the difference matrix are made
up of term-by-term subtraction of the matrices being subtracted.

We could have generalized matrix addition and matrix subtraction from our knowledge
of addition and subtraction of numbers. Multiplication of matrices is another kettle of fish
entirely. It is easiest to describe matrix multiplication with an example. Suppose we have
two different matrices A and B where

A=[aoo o aoz:|

dyp 4 a4
and
by by
B=|b, by, (B-b)
by by

The product is given by

C=AB= [Cm Cm] _ [ambm+001blo+aozbzo agobo; + agi by, +‘102b21]

10 ‘n ayoboo+ay b+ apbyy  apby +ay by +apb,,

You can see that the i, j element of the product is obtained by adding term by term the
product of elements in the ith row of the first matrix with those of the jth column of the
second matrix. Thus, the element c,, in the matrix C is obtained by summing the term-by-
term products of row 1 of the first matrix A with column O of the matrix B. We can also
see that the resulting matrix will have as many rows as the matrix to the left and as many
columns as the matrix to the right.

What happens if we reverse the order of the multiplication? By the rules above we will
end up with a matrix with three rows and three columns.

byag +bo1ayg  byag ++bgay, baoag, + by a1,
bipagy +by1ayg  bieag ++byay, byoag, +by1ay,
byag +bynayy  byag ++byay  byap+byapn

The elements of the two product matrices are different as are the dimensions.

As we can see, multiplication between matrices follows some rather different rules than
multiplication between real numbers. The sizes have to match up—the number of columns of
the first matrix has to be equal to the number of rows of the second matrix, and the order of
multiplication is important. Because of the latter fact we often talk about premultiplying or
postmultiplying. Premultiplying B by A results in the product AB, while postmultiplying B
by A results in the product BA.

We have three of the four elementary operations. What about the fourth elementary
operation, division? The easiest way to present division in matrices is to look at the formal
definition of division when we are talking about real numbers. In the real number system,
for every number a different from zero, there exists an inverse, denoted by 1/a or a”!, such
that the product of a with its inverse is one. When we talk about a number b divided by a
number a, this is the same as the multiplication of b with the inverse of a. Therefore, we
could define division by a matrix as the multiplication with the inverse of the matrix. A/B
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would be given by AB™'. Once we have the definition of an inverse of a matrix, the rules
of multiplication apply.

So how do we define the inverse of a matrix? Following the definition for real numbers,
in order to define the inverse of a matrix we need to have the matrix counterpart of 1. In
matrices this counterpart is called the identity matrix. The identity matrix is a square matrix
with diagonal elements being 1 and off-diagonal elements being 0. For example, a 3 x 3
identity matrix is given by

1 O
1=]0 1 (8.7)
0 0

- o O

The identity matrix behaves like the number one in the matrix world. If we multiply any
matrix with the identity matrix (of appropriate dimension), we get the original matrix back.
Given a square matrix A, we define its inverse, A~', as the matrix that when premultiplied
or postmultiplied by A results in the identity matrix. For example, consider the matrix

3 4
A:L J (B.8]
The inverse matrix is given by
a1 -2
A= {—0.5 1.5 8.9)
To check that this is indeed the inverse matrix, let us multiply them:
3411 =21 1 o
[1 2] [»0.5 15|~ [0 1] (8.10)
and
1 =213 41 [1 0
,:—0.5 1.5] l:l 2|0 l] (B.11)

If A is a vector of dimension M, we ‘can define two specific kinds of products. If A is a
column matrix, then the inner product or dot product is defined as

M—1
ATA= Y@ B.12)
i0
i=0

and the outer product or cross product is defined as

L) (2T i Ao (M-1)0
a10900 a,04yo T a10qm-1)0
AAT = ) (B.13)
Am-10%0  Am-111%0 ' A_noAm-1p

Notice that the inner product results in a scalar, while the outer product results in a matrix.
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In order to find the inverse of a matrix, we need the concepts of determinant and cofactor.
Associated with each square matrix is a scalar value called the determinant of the matrix.
The determinant of a matrix A is denoted as |A|. To see how to obtain the determinant of
an N x N matrix, we start with a 2 x 2 matrix. The determinant of a 2 x 2 matrix is given as

Aoy Ay
ay, ap

= Qgody; — Ay d g (B.14)

Finding the determinant of a 2 x 2 matrix is easy. To explain how to get the determinants
of larger matrices, we need to define some terms.

The minor of an element @;; of an N x N matrix is defined to be the determinant of the
N — 1 x N — 1 matrix obtained by deleting the row and column containing a;;. For example,
if A'is a 4 x4 matrix

Ay Aoy Ay Qa
a a a a
A= 10 1 12 13 (B.15)

Ayy Ay Ay dn;
Ay Az d3y dyg

then the minor of the element «,,, denoted by M,,, is the determinant

Ay Ay Aoz

M, =\ay ay ay (B.16)

Ay Ay Ay
The cofactor of a;; denoted by A, is given by
A, =(-D)"M,,. (B.17)

Armed with these definitions we can write an expression for the determinant of an N x N
matrix as

N-1

Al=)"a,A, (B.18)
i—0
or
Not
|A] = Z a;A,; B.19)

j=0

where the a;; are taken from a single row or a single column. If the matrix has a particular
row or column that has a large number of zeros in it, we would need fewer computations if
we picked that particular row or column.

Equations (B.18) and (B.19) express the determinant of an N x N matrix in terms
of determinants of N —1 x N — |1 matrices. We can express each of the N—1 x N — 1
determinants in terms of N —2 x N —2 determinants, continuing in this fashion until we have
everything expressed in terms of 2 x 2 determinants, which can be evaluated using (B.14).

Now that we know how to compute a determinant, we need one more definition before
we can define the inverse of a matrix. The adjoint of a matrix A, denoted by (A), is a
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matrix whose ijth element is the cofactor A ;. The inverse of a matrix A, denoted by A~',
is given by

A=

= A). B.20
=@ (8.20)

Notice that for the inverse to exist the determinant has to be nonzero. If the determinant
for a matrix is zero, the matrix is said to be singular. The method we have described here
works well with small matrices; however, it is highly inefficient if N becomes greater than 4.
There are a number of efficient methods for inverting matrices; see the books in the Further
Reading section for details.

Corresponding to a square matrix A of size N x N are N scalar values called the
eigenvalues of A. The eigenvalues are the N solutions of the equation |\I - A| = 0. This
equation is called the characteristic equation.

Example B.2.1:

Let us find the eigenvalues of the matrix

4 5
2 1

N[I—A] =0
AN O 4 5

lo - 2=

A-4)A-1)=-10=0

AN=-1 A=6 (B.21)

The eigenvectors V, of an N x N matrix are the N vectors of dimension N that satisfy
the equation

AV, =\, V.. (8.22)

Further Reading

1. The subject of matrices is covered at an introductory level in a number of textbooks.
A good one is Advanced Engineering Mathematics, by E. Kreyszig [129].

2. Numerical methods for manipulating matrices (and a good deal more) are presented
in Numerical Recipes in C, by W.H. Press, S.A. Teukolsky, W.T. Vetterling, and
B.P. Flannery [178].



The Root Lattices

efine e to be a vector in L dimensions whose ith component is 1 and all other
components are 0. Some of the root systems that are used in lattice vector
quantization are given as follows:

D, ief[i]ef,l ] i#j,i,j=12,...,L
A E(eft —eh), i#j,i,j=12,...,L
E, el xel, i#j,i,j=1,2,...,L-1,

MNte ke, ke, +,/2-Ee) L=6,7,8

Let us look at each of these definitions a bit closer and see how they can be used to generate
lattices.

D, Let us start with the D, lattice. For L =.2, the four roots of the D, algebra are e; + €3,
e; —el, —el+el and —e} —e3, or (1, 1), (1,=1), (=1, 1), and (=1, —1). We can pick any
two independent vectors from among these four to form the basis set for the D, lattice.
Suppose we picked (1, 1) and (1, —1). Then any integral combination of these vectors is a
lattice point. The resulting lattice is shown in Figure 10.24 in Chapter 10. Notice that the
sum of the coordinates are all even numbers. This makes finding the closest lattice point to
an input a relatively simple exercise.

A; The roots of the A, lattices are described using L + 1-dimensional vectors. However,
if we select any L independent vectors from this set, we will find that the points that are
generated all lie in an L-dimensional slice of the L + 1-dimensional space. This can be seen
from Figure C.1.

We can obtain an L-dimensional basis set from this using a simple algorithm described
in [139]. In two dimensions. this results in the generation of the vectors (1, 0) and (——%, ?).
The resulting lattice is shown in Figure 10.25 in Chapter 10. To find the closest point to the
A, lattice, we use the fact that in the embedding of the lattice in L + 1 dimensions, the sum

of the coordinates is always zero. The exact procedure can be found in [141, 140}.
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—€;+ ¢,

—€,+¢;

/‘I—e]+ez

e —e,

€ — €3

FIGURE C. 1 The A; roots embedded in three dimensions.

E; As we can sec from the definition, the E, lattices go up to a maximum dimension of 8.
Each of these lattices can be written as unions of the A, and D, lattices and their translated
version. For example, the Ej lattice is the union of the Dy lattice and the Dy lattice translated
by the vector (1,1, 1. 4. 4. 4.4, 1), Therefore, to find the closest £ point to an input X, we
find the closest point of Dy to x, and the closest point of Dy to x — (4, 4, 1 1 1 L 1 1)
and pick the one that is closest to x. T

There are several advantages to using lattices as vector quantizers. There is no need to
store the codebook, and finding the closest lattice point to a given input is a rather simple
operation. However, the quantizer codebook is only a subset of the lattice. How do we know
when we have wandered out of this subset, and what do we do about it? Furthermore, how
do we generate a binary codeword for each of the lattice points that lie within the boundary?
The first problem is easy to solve. Earlier we discussed the selection of a boundary to reduce
the effect of the overload error. We can check the location of the lattice point to see if
it is within this boundary. If not, we are outside the subset. The other questions are more
difficult to resolve. Conway and Sloane [142] have developed a technique that functions by
first defining the boundary as one of the quantization regions (expanded many times) of the
root lattices. The technique is not very complicated. but it takes some time to set up. so we
will not describe it here (see [142] for details).

We have given a sketchy description of lattice quantizers. For a more detailed tutorial
review, see [140]. A more theoretical review and overview can be found in [262].



